_images/pipelines_show_pipeline.png
Pipeline Pipeline test

Pipelines let you transform and process messages coming from streams. Pipelines consist of stages where rules are evaluated and applied. Messages can go through one or more stages.

0 After each stage is completed, you can decide if messages matching all or one of the rules continue to the next stage.

Details Edit pipeline details

Title: Pipeline test
Description: Testing if pipelines work
Created: 6 minutes ago

Last modified: a few seconds ago

Current throughput: 0 msg/s

Select streams that will be processed by this pipeline.

Pipeline Stages

Stages are groups of conditions and actions which need to run in order, and provide the necessary control flow to decide whether or not to run the rest of a pipeline.

Stage 0 contains 1 rule

There are no further stages in this pipeline. Once rules in this stage are applied, the pipeline will have finished processing.
Throughput: 0 msg/s

Title Description Throughput Errors

pipeline_field Add pipeline field 0 msg/s 0 errors/s (0 total)
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Load a message

Build an example message that will be used in the simulation. No real messages stored in Graylog will be changed. All actions are purely simulated on the temporary input you provide below.
Raw message

{"short_message": "Testing processing pipelines", "documentation": "yes"}

N

Source [P address feptional)

Remote IP address to use as message source. Graylog will use 127.0.0.1 by default.
Message input (optional)
Select input v

Select the message input ID that should be assigned to the parsed message.
Codec configuration

Message codec
GELF X v

Select the codec that should be used to decode the message.

Override source (optional)

The source is a hostname derived from the received packet by default. Set this if you want to override it with a custom string.

Decompressed size limit (optional)

The maximum number of bytes after decompression.
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Pipeline Rules

Rules are a way of applying changes to messages in Graylog. A rule consists of a condition and a list of actions. Graylog evaluates the condition against a message and executes the actions if the condition is satisfied.

0 Read more about Graylog pipeline rules in the documentation.

FlGer Rules [Filter Reset

Title Description Created

pipeline_field Add pipeline field an hour ago

Last modified

an hour ago

Throughput

1 msg/s

Manage connecifons Manage pipelines

Errors

0 errors/s (0 total)

Create Rule

Actions
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System / Configurations +

his page.

Message Processors Configuration

In0/Outomsg/s  Help +

‘The following message processors are executed in order. Disabled processors will be skipped.

‘The maximum time users can query data in the past. This prevents users from accidentally
creating queries which span a lot of data and would need a long time and many resources

1
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Original message Simulation results Vore resuie <

This is the original message loaded from Graylog. These are the results of processing the loaded message. Processing took 248 ps.
Changes summary
¥ 034ab981-6fa3-11e6-b037-da2ac9141870 Changes in original message 034a6981-6fa3-11¢6-5037-da2ac9141870 Results preview
Added fields Simulation trace
Timestamp documentation ineline
2016-08-31 19:47:40.696 yes RE
true

Stored in index message
Message is not stored Testing processing pipelines

source

127.0.0.1

timestamp

2016-08-31T17:47:40.6962
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New extractor for input RAW TCP

@ Find more information about extractors inthe documentation.

Example message
New connection from 127.6.6.1

Wrong example? You can load another message.

Extractor configuration
Extractor type  Regular expression

Sourcefield ~ message

Regular expression | from (\S+)

Condition @ Always try to extract
Only attempt extraction f field contains string

Only attempt extraction if field matches regular expression

Store as field hostname

Extractionstrategy ~ ® Copy O Cut

Extractor title Extract IP address and convert to host name

Add converter

@ Convertvalue by using lookup table

LookupTable | Hostnames

here.

Create extractor

documentation.

Add
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New extractor for input RAW TCP

@ Find more information about extractors inthe documentation.

Example message
10.0.0.18

Wrong example? You can load another message.

Extractor configuration
Extractor type  Lookup Table

Sourcefield  source

LookupTable | Hostnames

here.

Condition @ Always try to extract
Only attempt extraction f field contains string

Only attempt extraction if field matches regular expression

Store as field hostname

Extractionstrategy ~ ® Copy O Cut

Extractor title Lookup host name from IP address.

Add converter

Add
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[cluster Get system overview of all Graylog nodes

Response Class
Model

Map

Response Content Type application/json
Tryitoutt | Hide Response
Request URL

3 http://192.168.178.26:9000/api/cluster

Response Body

1
"71ab6aaa-cb39-46be-9dac-4bag9fed3dee": {
“facility": "graylog-server",
“codename”: "Smuttynose",
“node_id": "71abbaaa-cb39-46be-9dac-4baggfed3d6s",
“cluster_id": "3adaf799-1551-4239-84e5-6ed939b56f62",
“version": "2.1.1+01d50e5",
tarted_at": "2016-09-23T10:39:00.1792",
"gn-81-c. fritz.box",
“running",
“alive",
“Europe/Berlin”,
“Linux 3.10.0-327.28.3.e17.x86_64",
true
}

"ed0ad32d-8776-4d25-be2f-aB956ecebdcf": {
“facility": "graylog-server",

"Snuttynose",

"ed0ad32d-8776-4d25-be2f-aB956ecebdc ",

“3adaf799-1551-4239-84€5-6ed939b56762" ,

“codenane
“node_id"
“cluster_id"

Response Code

200

Response Headers

{"X-Graylog-Node-Id" :"58c57924-808a-4fa7-be@9-63ca551628¢cd", "Date” :"Fri, 14 Oct 2016 13:16:59 GMT","Content-Encoding”:

Car | sdusteddddin GetJVM information of the given node

e sdustedddthnssddung Geta thread dump of the given node
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Create pipeline rule

e Read more about Graylog pips

Title

You can set the rule title in the rule source. See the quick reference for more information.

Host name lookup

Rule source
1 rule "host-name-lookup”
2 when true
3 then
4 let hostname = lookup_value("host-names”, Smessage.source);
5 set_field("hostname, hostname);
H
7 let geo = lookup("geo-ip”, Smessage.source);
8 set_field("country_code”, geo.country.iso_code);
9 end

Cancel

Rules quick reference

Read the full documentation to gain a better nderstanding of how Graylog pipeline rules work.

Functions | Example

This s a st of al available functions in pipeline rules. Click on a row to see more information about the function parameters.

Function

to_bool(value, [default]) : Boolean
to_double(value, [default]) : Double
to_long(value, [default]) : Long
to_string(value, [default]) : String
has_field(field, [message]) : Boolean

set_field(field, value, [prefix], [suffix],
[message]) : Votd

set_fields(fields, [prefix], [suffix],
[message]) : Votd

renane_field(old_field, new_field,
[message]) : Votd

remove_field(field, [message]) : Void

drop_nessage([message]) : Void

‘Converts a value to a boolean value using itsstring representation
Converts a value to a double value using its string representation
Converts a value to a long value using its string representation
‘Converts a value to ts string representation

Checks whether a message contains a value for a field

Sets a new field in a message

Sets new fields in a message

Rename a message field

Removes a field from a message

Discards a message from further processing
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Authentication Management

e Read more authentication in the documentation.

Users Create new user

Roles

Configure Provider Order Username maintenanceuser
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This page provides a real-time overview of the nodes in your Graylog cluster.

You can pause message processing at any time. The process buffers will not accept any new messages until you resume it. If the message journal is enabled for a node, which it is by default, incoming
messages will be persisted to disk, even when processing is disabled.

There are 3 active nodes
P 71ab6aaa / gm-01-c.fritz.box

‘The journal contains 1 unprocessed messages in 1 segment. 0 messages appended, 0 messages read in
the last second.

Message processing: Enabled
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Pipeline Pipeline test

Pipelines let you transform and process messages coming from streams. Pipelines consist of stages where rules are evaluated and applied. Messages can go through one or more stages.

0 After each stage is completed, you can decide if messages matching all or one of the rules continue to the next stage.

Details Edit pipeline details

Title: Pipeline test
Description: Testing if pipelines work
Created: 6 minutes ago

Last modified: a few seconds ago

Current throughput: 0 msg/s

Eolit commections

Pipeline connections

Select streams that will be processed by this pipeline.

Pipeline Stages

Stages are groups of conditions and actions which need to run in order, and provide the necessary control flow to decide whether or not to run the rest of a pipeline.

Stage O contains 1 rule

There are no further stages in this pipeline. Once rules in this stage are applied, the pipeline will have finished processing.
Throughput: 0 msg/s

STMUTETE Prere—

Title Description Throughput Errors

pipeline_field Add pipeline field 0 msg/s 0 errors/s (0 total)
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Pipelines overview

Pipelines let you transform and process messages coming from streams. Pipelines consist of stages where rules are evaluated and applied. Messages can go through one or more stages.

0 Read more about Graylog pipelines in the documentation.

Filter pipelines Filter Reset
Pipeline Connected to Streams  Processing Timeline
Pipeline test Not connected
Testing if pipelines work Stage 0

Throughput: 0 msg/s

Simulate processing Manage rules

Add new pipeline

Actions
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Edit connections for Pipeline test

Streams

Eelect...
All messages

Select the streams you want to connect this pipeline, or create one in the
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Pipeline rule pipeline_field

Rules are a way of applying changes to messages in Graylog. A rule consists of a condition and a list of actions. Graylog evaluates the condition against a message and executes the actions if the condition is satisfied.

e Read more about Graylog pipeline rules in the documentation.

Thtle

You can set the rule title in the rule source. See the quick reference for more information.

Description

Add pipeline field

Rule description (optional).
Used in pipelines
Pipeline test.

Pipelines that use this rule in one or more of their stages.

Rule source

1 rule "pipeline_field"

2 when

3 true

4  then

5 set_field("pipeline", "true");
6 end

Rule source, see quick reference for more information.

Savie Cancel

Rules quick reference

Read the full documentation to gain a better understanding of how Graylog pipeline rules work.

Functions Example

This is a list of all available functions in pipeline rules. Click on a row to see more information about the function parameters.

Function

to_bool(value, [default]) : Boolean
to_double(value, [default]) : Double
to_long(value, [default]) : Long
to_string(value, [default]) : String
has_field(field, [messagel) : Boolean

set_field(field, value, [prefix], [suffix],
[message]) : Void

set_fields(fields, [prefix], [suffix],
[message]) : Void

rename_field(old_field, new_field,
[messagel) : Void

remove_field(field, [message]) : Void

drop_message( [message]) : Void

Description

Converts a value to a boolean value using its string representation
Converts a value to a double value using its string representation
Converts a value to a long value using its string representation
Converts a value to its string representation

Checks whether a message contains a value for a field

Sets a new field in a message

Sets new fields in a message

Rename a message field

Removes a field from a message

Discards a message from further processing

Manage conneciions Manage pipelines
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Sidecars Overview

@ oo youneed an aPi token for a sidecar? Create or reuse a token for the graylogsidecar user.

@ Find  Reset [EUGNED
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Authentication Management

@ read more authentication i the documentation.

Users
Roles

Configure Provider Order
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4, LDAP/Active Directory
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6. Admin user

Single Sign-On Configuration

Header configuration

Username Header

Security
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Store settings

Remote-User

@ Request must come from a trusted proxy

There are no trusted proxies set!

Please configure the trusted_proxies settingin the Graylog server configuration file.
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Collectors Administration

@ Read more about collectors and how to set them up in the Graylog documentation.

o Find Reset Show: 50
© 1selected Configure ~  Process ~
graylog-sidecar
@ filebeat » Running

xlog






_images/sidecar_sbs5.png
Configuration summary

You are goingto apply the filebeat-conf configuration for collector & filebeat on Linux
to:

graylogssidecar

Are you sure youwant to proceed with this action?






_images/sidecar_sbs7.png
Sidecars Overview Ad

e Do you need an API token for a sidecar? Create or reuse a token for the graylog-sidecar user.

Show: | 50

@ Find  Reset

ctive sidecars

Name |2 Status Operating System Last Seen Node Id Sidecar Version

graylog-sidecar » Running A Linux afew seconds ago dc12c5cd-df6d-4a9a-849b-8c5821b15d48 1.00 Man. idecar






_static/down.png





_static/file.png





_static/plus.png





_static/minus.png





_static/up.png





_static/up-pressed.png





_images/virtualbox1.png
Oracle VM VirtualBox Manager

@ {4.:} g g Details @) Snapshots

New Settings Start Discard

?'; bo Appliance to import

Open Virtualization Format (OVF). To continue, select the file to
import below.

/Users/lennart/Downloads/graylog.ova

‘ VirtualBox currently supports importing appliances saved in the

Hide Description Go Back _ Cancel

P Network

Adapter 1: Paravirtualized Network (NAT)
Adapter 2: Paravirtualized Network (Host-only Adapter, 'vboxnet0')

& usB

Disabled






_images/views_widget.png
= Aggregating avg(lines_add) by timestamp

2500
2000
1500

1000

—-Tv

w2017 Sep2017  Nov2017  Jan2018

—— avgllines_add)

Mar 2018

May 2018





_images/virtualbox3.png
unning]

Open http://10.1.10.70 2601:2c6:4201:c400:a00:27¢f :feeci1564 in your brouser tof
access Graylog.

Login to the ueb interface with username/passuord: ’admin’ .

Or try the console here with username/passuord: ’ubuntu’ .

joraylog login:

[0 &P Lm0 (9 []Leit 3






_images/virtualbox2.png
Oracle VM VirtualBox Manager

iﬁ i,} » @ @ Snapshots

New Settings Start Discard

[(4L~] boc
a6 B

Importing virtual disk image 'graylog-disk1.vmdk' ... (2/2)

1 minute, 29 seconds remaining

Configuration

2

| Description
CPU

4096 MB

RAM

Network Adapter + Intel PRO/1000...

Hard Disk Controller (IDE)  PlIX4

|w <> Hard Disk Controller (IDE)  PlIX4

Virtual Disk Image I/Users/lennart/Virtua...

Relnmallze the MAC address of all network cards

Restore Defaults Go Back Import Cancel =

Adapter 1: Intel PRO/1000 MT Desktop (Bridged Adapter, en0: Wi-Fi (AirPort))
([ USB

Disabled
‘ Shared folders

None






_static/ajax-loader.gif





_static/comment-close.png





_static/comment-bright.png





_static/down-pressed.png





_static/comment.png





_images/views_value_actions.png
dayofMonth =2

ACTIONS
Insert into view

Exclude from results

Add to query

Use In new query

Show documents for value
Create extractor

Highlight this value






_images/example-single-value.png
Test lookup

You can manually trigger the data adapter using this form. The data will be not cached.

Key

127.001

Key to look up a value for.

Lookup result

1

"single_value”: "localhost”,
"multi_value": {

"value": "localhost”

: 9223372036854776000,
false






_images/export_as_csv.png
Search result Histogram

r in rehed in T index.
oURA 7,104 messages in 33 s, seseched in Inde © Year, Quarter, Month, Week, Day, Hour, Minute

Add count to dashboard ~ m 1
200
More actions ~
ore actions -
Exportas CSV. |ool
E .

Show query
L 2Ty iver felds

» O action

g

1330 13:45

» ) controller

» @ hitp_method Messages Previous 2 3 4 5 6 7 8 9 10 Next 2|
» @ hitp_response_code
» @ message Timestamp source. http_method http_response.
» [ resource
2015.09-11 13:5725.563 example.o T 20
» @ source ple.org
Ger /ponta (200) 92ms
» took ms
» Ouser.id 20150911 13:57:25.364 example.org T 200
GEr /posts (200] 119ms
List fieds of current page or all ields
2015.09-11 13:5725.149 example.org = 200
Highlight results GET /posts (200] 95ms
20150911 13:57:24.870 eample.org T 200

GET /posts/45326 (200) 101me





_images/enterprise-license-1.png
Import new Graylog license

License

your clus






_images/example-multi-value.png
Test lookup
You can manually trigger the data adapter using this form. The data will be not cached.

Key
8888

Key to look up a value for.

Lookup result

"Mountain View",
"Mayszus-Bep",

"RYVFIE A
"Mountain View",
"Mountain View",

i
"continent": {






_images/field_graph.png
took_ms graph
W [mean] took_ms, Query: source:example.org

100

50

20:00 23:00

02:00

05:00

08:00

Customize v

Add to dashboard v

11:00

14:00

17:00






_images/field_statistics.png
Field Statistics

Field « Total

controller 101,327
resource 101,324
took_ms 101,326

Mean

122.23

Minimum

7

Maximum

5,450

Std. deviation

326.98

Variance

106,915.15

Dismiss

Reload automatically ~ Add to dashboard +

Sum Cardinality
3
5

12,385,059 134





_images/extractors_1.png
Search  Seams  Alerts  Dashboards  Sources  System/inputs

New extractor for mput Syslog

ved by an input. Use thef

@ Find more information about extractors i the documentation.

Example message
mgmt-mongo sshd[16144]: Invalid user oracle from 203.0.113.42

Wrong example? You can load another message

Extractor configuration
Extractor type  Regular expression

Sourcefield ~ message

Regular expression | \J: Invalid user (+2)\s.*

documentation,

Extractor preview

oracle

Condition  ® Always try to extract
Only attempt extraction if field contains string

Only attempt extraction if field matches regular expression

Store as field ssh_invalid_username

Extraction strategy ~ ® Copy O Cut

Extractor title sshd invalid username

Create extractor
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 Dismiss guide

Getting Started - Graylog v2.2.0-rc.1+694a439

Send in first log messages

Graylog Is pretty useless without some log data init. Lets start by sending in some messages.

Perform searches to solve some example use cases and get a feeling for the basic Graylog search functionalities.

Create a dashboard

Dashboards are a great way to organize information that you look at often. Learn how to create them and how to add widgets with interesting information.

1

Do something with your data
2 8 Y
3

4 Be alerted

Immediately receive alerts and trigger actions when something interesting or unusual happens.

Head over to the documentation and learn about Graylog in more depth.
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Indices & Index Sets

A Graylog stream write messages to an index set, which is a configuration for retention, sharding, and replication of the stored data. By configuring index sets, you could,
for example, have different retention times for certain streams.

(@ You cantesr mors abous e ndex sl h documencain

Total: 89 indices, 1,791,378,512 documents, 1.1T8.
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Index Set: Default index set

analysis. Recalculate index ranges
@ vou can tearn more about the index model in the documentation Rotate active write index
Index prefix: graylog Index rotation strategy:  Message Count  Index retention strategy:  Delete

Shard: 4 Max docs per index: 20000000 Maxnumber of indices: 45

Replicas: 1

5 52 indices with a total of 889,086,147 messages under management, current write-active index s graylog_147.

© Elasticsearch cluster is green. Shards: 656 active, 0 nitializing, O relocating, 0 unassigned, What does this mean?

graylog_147 XTI - Hide Details / Actions

Range re-calculated 2 days ago in Oms. 198 segments, 0 open search contexts, 0 deleted messages

Primary shard operations Total shard operations
Index:  0ops Index:  0ops
Flush: 364 ops (took a few seconds) Flush: 728 ops (took a minute)

Merge:  Oops Merge:  Oops
Query: 20,384 ops (took 2 minutes) Query: 40732 ops (took 4 minutes)
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Search Streams Dashboards Sources System v In5/0ut5 msg/s Administrator v

a Search in the last 1 day

Search result Histogram

Found 105,532 messages in 30 ms, searched in 2 indices. .
& @ Year, Quarter, Month, Week, Day, Hour, Minute

Add count to dashboard v Saved search v 1
More actions v Update search criteria 10K
Delete saved search 5K
Fields -
—
.

Default Al None Filter fie

web requests last day v

17:00 20:00 23:00 02:00 05:00 08:00 11:00 14:00 17:00
action
controller

8 http_method Messages -z 3 4 5 6 7 8 9 10 Next oo

http_response_code

>
14
»
4
» message
4
>
4
»

Timestamp source controller ttp_method
resource
2015-09-10 17:46:07.629 example.org PostsController GET 200
source
GET /posts [200] 118ms
took_ms
user id 2015-09-10 17:46:07.446 example.org PostsController GET 200
GET /posts [200] 336ms
List fields of current page or all fields.
2015-09-10 17:46:07.181 example.org PostsController GET 200
Highlight results GET /posts [200] 82ms
2015-09-10 17:46:06.858 example.org PostsController GET 200
GET /posts [200] 121ms
2015-09-10 17:46:06.572 example.org PostsController GET 200
GET /posts [200] 128ms
2015-09-10 17:46:06.369 example.org PostsController GET 500

GET /posts [500] 78ms

2015-09-10 17:46:06.133 example.org PostsController GET 200
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Report Weekly metrics configuration

Configure the report layout and schedule, adapting it to your needs.

Scheduling

Choose the recipients for this report and when the report should be scheduled for
delivery.

@ Send this report automatically on a regular basis

Frequency

Weekly

Weekly frequency options

O Report will be sent every Monday at 09:00 local time (08:00 UTC).

Monday 09:00

Email subject

Your weekly metrics

Email body

Good morning,
Hope you have a great weekend! Here are your weekly metrics.

Regards,
Foobar y

User recipients

x | poppy (Poppy Taylor) | | x | isla (Isla Williams)

Email recipients

x | metrics@graylog.local

Enterprise / Reports v System

Layout

In 2/ Out 2 msg/s

Modify content Edit configuration

Help ~

Administrator v

This is a preview of the report. Drag and drop widgets to sort the report contents, your changes will be

updated automatically.

Weekly metrics

+ Avg usage

Messages

17:45

Graylog

17:46

, Inc.

Time

log

17:47
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#5500 1.62% 1,639
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Found 707,345 messages with this field, and 4,220
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Report Weekly metrics history

Show: @ 10 '~

Status Message Date

(] Report could not be sent, please review your Graylog server email settings. Thursday 7 February 2019, 17:48 +0100
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Edit report Weekly metrics

Decide which content should be part of the report while you see its preview. You can schedule and configure the report in the
next screen.

Contents Report summary
Write a title and description for the report and select the widgets that will be include in it. This is a summary of contents included in the report. You may modify them later if
) necessary.
Title
) Title
Weekly metrics )
Weekly metrics
Subtitle
Graylog, Inc.
Subtitle Logo

Graylog, Inc.

Logo yraylog

log Description
No report description given.
Widgets
3 widgets currently included in the report.

Update report Cancel

Browse...  No file selected.

Description

Widgets

v Team Graylog dashboard
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Authentication Management

Configure Graylog's authentication providers and manage the active users of this Graylog cluster.

e Read more authentication in the documentation.

Users
RO I es Add new role
m Roles bundle permissions which can be assigned to multiple users at once

Configure Provider

Filter Roles Filter Reset

Order

Name Description Actions
1. Sessions Admin Grants all permissions for Graylog administrators (built-in)

Developers Grants access to messages of test environment Delete | Edit
2. APl Tokens

Network Ops All network hardware logs i
Directo

v Product Management Business KPI dashboards

4. Passwords . o o

Reader Grants basic permissions for every Graylog user (built-in)

5. Admin user
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Reports
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This report is scheduled to be sent automatically on a weekly basis.
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Create new Script Alert Callback

Title

Your Title

Script Path
your-script.py

The path to the script file within the script folder [/Absolute/Path/To/graylog2-server/scripts].
See requirements in documentation.

Script Timeout
30000
The script timeout in milliseconds.

Script Arguments (optional)

${stream_id}
${stream_name}
${stream_description}

${alert_description}
${alert_triggered_at}
${condition_id}
${condition_description}
${condition_title}
${condition_type}
${condition_grace}
h;{condition_repeat_notiﬁcations)

Y.

The script arguments. Arguments can be space or new-line separated. See documentation.

Send Alert Data Through STDIN (optional)

Send a JSON object containing alert data to the script through STDIN. See documentation for
parsing information.

Cancel Save
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Found 1,003 messages in 9 ms, searched
in 3 indices.
Results retrieved at 2019-06-18 09:09:45. -

@ Year, Quarter, Month, Week, Day, Hour, Minute Logging

Authentication

200
Add count to dashboard v 150 Content Packs
Grok Patterns
Save search criteria More actions v 100
50 Lookup Tables
Pipelines
Fields Decorators Enterpri
09:04 09:05 neerprise 09:07 09:08 09:09
Default All  None Sidecars
Collectors (legacy)
4 action M .
Frevious z=rs 4 5 6 7 Next P
> beats_type essages -
> client_name
> data_length Timestamp [* source
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Alerts overview

0 Read more about alerting in the documentation.

Unresolved alerts Show all alerts

Slow responses in production =

Triggered at 2017-02-02 12:15:58, still ongoing.

Reason:  Field took_ms had a STDDEV of 358.951 in the last 5 minutes with trigger condition HIGHER than 300. (Current grace time: 5 minutes)
Type: Field Aggregation Alert Condition
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Editing alert configuration

Title
‘ Notify ops

E-Mail Subject

Graylog alert for stream: ${stream.title}: ${check_result.resultDescription}
The subject of sent out mail alerts

Sender (optional)

graylog@example.org
The sender of sent out mail alerts
E-Mail Body (optional)

HHHHHHHH R

Alert Description: ${check_result.resultDescription}
Date: ${check_result.triggeredAt}

Strearn 1D: ${stream.id}

Strearn thtle: ${stream.title}

Stream description: ${stream.description}

Alert Condition Title: ${alertCondition.title}

${if stream_url}Stream URL: ${stream_url}${end}

Triggered condition: ${check_result.triggeredCondition}
The template to generate the body from
User Receivers (optional)
Select User Receivers
Graylog usernames that should receive this alert
E-Mail Receivers (optional)
x  ops@graylog.example.org

E-Mail addresses that should receive this alert

Cancel Save
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Authentication Management

Configure Graylog's authentication providers and manage the active users of this Graylog cluster.

e Read more authentication in the documentation.

Create as many users as you want next to the default administrator user here. You can also make changes to already existing users.
Roles

Configure Provider

Filter Users Filter Reset
Order
Client Address

Name Username Email Address (2] Role Actions

1. Sessions
[} Administrator admin 10.0.0.80 m

2. APl Tokens

Report System User graylog- report@graylog.local More actions v
3. LDAP/Active (bulld-n) report
Directory

Sidecar System User graylog- sidecar@graylog.local More actions v
4. Passwords (build-in) sidecar

Edit tokens

5. Admin user Delete
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Create new Output

tle
[l

Select a name of your new output that describes .

Hostname

The destination host name or IP address where the Graylog Forwarder input is runring.

Port

13301

The destination port that the Graylog Forwarder input i listening on.
Journal Segment size
100mb
The soft maximum for the size of a segment fe n the log;
Journal segment Age
h
The disk journal segment age.
Maximum Journal size
sgb
The maximum size for the disk journal,
Maximum Journal Message Age
12h
The madmum time that a message will be stored i the disk journal.
Journal Message Flush Interval

1000000

The number of messages that can be witten to the log before a fluh is forced.
Maximum Journal Flush Age

m
The amount of time the log can have dirty data before a flush s forced.

Journal Buffer

1024

The size of the pre-journal buffer. This number must be a power of two.
Number of Handlers Journal Buffer Encoders

3

The number of concurrent journal encoders. This is  fast operation. A low number (3) s
probably acceptable

Send Buffer Size
1024

The size of the postjournal send buffer, Ths number must be a power of two.
Sender Encoders
3 8

The number of concurrent send encoders. This s a fast operation. Alow number (3)is probably
acceptable,

Concurrent Network Senders
1 8

The number of concurrent network senders. Use multple senders to increase throughput, This
‘number generally should not exceed the number of cores on a machine.

‘GRPC Request Timeout
10000

Request timeout o GRPC in miliseconds
Maximum Journal Read Batch Size

500

The maximum number of messages read from the journal at once.
Enable Compression

The option to compress messages when they are transported

TLS Trusted Certificate Chair

File (optional)

Path to the trusted certifcate chain file for veriying the remote endpoint’s certificate, The file
should contain an X.509 certifcate collection in PEM forma.

Enable TLS.

Option to enable TLS.

Cancel
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C'  ® graylog.

Slow respo

Check the timeline of this

Graylog

example.org:9000/web/alerts/589314ee3d454a3ff988b9d5

Search Streams Alerts Dashboards Sources System ~

nses in production

alert, including the notifications sent, and messages received during the alert.

e This alert was triggered at 2017-02-02 12:15:58 and is still unresolved.

Alert timeline

This is a timeline of events occurred during the alert, you can see more information about some events below.

2017-02-02 12:15:58.609
2017-02-02 12:15:58.609
2017-02-02 12:15:58.609
2017-02-02 12:15:59.310
2017-02-02 12:17:09.285

Graylog checks Slow responses in production (Field Aggregation Alert Condition) condition on stream HTTP Requests

Field took_ms had a STDDEV of 358.951 in the last 5 minutes with trigger condition HIGHER than 300. (Current grace time: 5 minutes)
Graylog triggers an alert for Slow responses in production (Field Aggregation Alert Condition) and starts sending notifications

Graylog sent Wake me up, before you go-go (HTTP Alarm Callback) notification

Condition is still satisfied, alert is unresolved

Triggered notifications

These are the notifications triggered during the alert, including the configuration they had at the time.

Wake me up, before you go-go [ sent |

Notification was sent successfully.

url:

http://requestb.in/xix9zrxi

Messages evaluated
These are the messages evaluated around the time of the alert (2017-02-02 12:14:58 - 2017-02-02 12:17:08) in stream HTTP Requests.

Timestamp

2017-02-02 12:14:58.832
2017-02-02 12:14:59.035
2017-02-02 12:14:59.219
2017-02-02 12:14:59.543
2017-02-02 12:14:59.865
2017-02-02 12:15:00.064

2017-02-02 12:15:00.254

Message

2017-02-02T11:14:58.832Z GET /posts/45326 [200] 42ms
2017-02-02T11:14:59.035Z GET /posts [200] 41ms
2017-02-02T11:14:59.219Z GET /posts [200] 48ms
2017-02-02T11:14:59.543Z GET /posts [200] 54ms
2017-02-02T11:14:59.865Z GET /posts/45326 [200] 43ms
2017-02-02T11:15:00.064Z GET /posts [200] 59ms

2017-02-02711:15:00.254Z GET /login [500] 41ms

w B :

In 4/ Out 4 msg/s Help ~ Administrator v

Open in search page






_images/index_model_read.png
Read Path

Graylog Graylog

Graylog

Elasticsearch indices





_images/alerts_alert_notification.png
000 o Graylog - Alert notifications X Graylog

& C'  © graylog.example.org:9000/web/alerts/notifications hig E’

Search Streams Alerts Dashboards Sources System ~ In 4/ Out 4 msg/s Help ~ Administrator v

Manage alert notifications

0 Remember to assign the notifications to use in the alert conditions page.

Notifications Add new notification
These are all configured alert notifications.

NOtify ops More actions ~

Executed once per triggered alert condition in stream All messages

body : HHHH A
Alert Description: ${check result.resultDescription}
Date: ${check result.triggeredAt}
Stream ID: ${stream.id}
Stream title: ${stream.title}
Stream description: ${stream.description}
Alert Condition Title: ${alertCondition.title}
${if stream url}Stream URL: ${stream url}${end}

Triggered condition: ${check result.triggeredCondition}
HHHH A

${if backlog}Last messages accounting for this alert:
${foreach backlog message}${message}

${end}${else}<No backlog>

${end}
email_receivers: ops@graylog.example.org
sender: graylog@example.org
subject: Graylog alert for stream: ${stream.title}: ${check_result.resultDescription}
user_receivers: <empty>

Wake me up, before you go-go More actions ~

Executed once per triggered alert condition in stream HTTP Requests

url: http://requestb.in/xix9zrxi
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Condition Slow responses in production

0 Are the default conditions not flexible enough? You can write your own! Read more about alerting in the documentation.

Condition details

Define the condition to evaluate when triggering a new alert.

Slow responses in production m

Alerting on stream HTTP Requests

Configuration: Alert is triggered when the field took_ms has a higher stddev value than 400 in the last 5 minutes. Grace period: 5 minutes. Not including any messages in alert notification.

Notifications

This is the notifications set for the stream HTTP Requests. They will be triggered when the alert condition is satisfied.

Wake me up, before you go-go More actions ~

Executed once per triggered alert condition in stream HTTP Requests

url: http://requestb.in/xix9zrxi
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Create Index set

@ ¥ou can earn more about the index model inthe documenttion

Title

Custom Index Set

Description

Index prefix

Analyzer

standard

Index shards

a

Index replicas

0

Max. number of segments

1

Disable index optimization after rotation
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Update Search Configuration
Enable query limit

Relative Timerange Options

Configure the available options for the relative time range selector as ISO8601 duration
PTSM 5 Search in the last 5 minutes o
PT15M 15 Search in the last 15 minutes il
PT30M 30 Search in the last 30 minutes il
PTTH 1h Search in the last 1 hour if
PT2H 2h Search in the last 2 hours il
PT8H 8h Search in the last 8 hours if
P1D 1d Search in the last 1 day i
P2D 2d Search in the last 2 days g
P5D 5d Search in the last 5 days o
P7D 7d Search in the last 7 days g
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Enable query limit
Query time range limit (1ISO8601 Duration)

P30D amonth
The maximum time range for searches. (i.e. "P30D" for 30 days, "PT24H" for 24 hours)

Relative Timerange Options

Configure the available options for the relative time range selector as ISO8601 duration

PT5M 5 Search in the last 5 minutes o
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Configurations

You can configure system settings for different sub systems on this page.

Search Configuration

Query time range limit  disabled
The maximum time users can query data in the past. This prevents users from accidentally

creating queries which span a lot of data and would need a long time and many resources to
complete (if at all).

Relative time range options

PT5M
PT15M
PT30M
PT1H
PT2H
PT8H
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P5D
P7D
P14D
P30D
PTOS

Search in the
Search in the
Search in the
Search in the
Search in the
Search in the
Search in the
Search in the
Search in the
Search in the
Search in the
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ast 1 day
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ast 5 days

ast 7 days

ast 14 days
ast 30 days

Search in all messages

Surrounding time range options

PT1S
PT5S
PT10S
PT30S
PTIM
PT5SM

1 second

5 seconds
10 seconds
30 seconds
1 minute
5 minutes

Surrounding search filter fields

file

source
gl2_source_input
source_file
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Expire after access

The cache will remove entries after a fixed time since they have been used the last time.
“This results in the cache behaving as a space imited least recently used cache.

Expire after write

‘The cache will remove entries after a fixed time since they have been entered into the cache.
“This results in entries that are never older than the given time, which can be important for regularly changing data, such as configuration state of external
systems.





_images/search_result_highlighting.png
[-- [T

Q Search results (2 oow- [EEEEDY

Found 85673 messages.
Total result histogram &

200 s
O Resaution: e, Quarie, Mort, ek, Dy e, Minite

Timestamp i Source

Message
FIr T T —— e poss s
EIRTT o p—— Gt possasss o s
FT e — G poss 0 5.
PR T rr T e— et regn 20 i,





_images/setup-data-adapter.png
Data adapters for Lookup Tables

Data Adapter Type | CsvFie
Configure Adapter
Title Host names.
Description 1P address to host name mappings

Name

path

Check interval

Separator

Quote character

Key column

Value column

host-names

Nvar/tmp/host-names.csv

60

ipaddr

hostname|

‘The CSV data adapter can read key value pairs from a CSV file.

Please make sure your CSV fil is formatted according to your configuration settings.

sV file requirements:

The first line in the CSV file needs to be a st of field/column names

The file uses utf-8 encoding
The file i readable by every Graylog server node

Example 1
Configuration

Separator: ,
Quote character: "
Key column: 1paddr
Value column: hostnane

CsV File

"ipaddr" , "hostname"
"127.0.0.1", "localhost"
"10.0.0.1","server1"
"10.0.0.2","server2"
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o You can modify the audit log configurati

MongoDB Audit Log

“This auditlog stores entries in the same MongoD8 server that Graylog uses.

¥ 1841943 / demo-2.novalocal
Message signing status:
Disabled

MongoDB collection nam
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Disabled
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in the Graylog configuration file. Please remember to restart the server afterwards.

Log4j 2 Audit Log

‘This audit log stores entries using the Log4; 2 configuration you provided. Check your Logé32.xnl file for more information.
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o You can modify the audit log configuration in the Graylog configuration file. Please remember to restart the server afterwards.

Audit Log Entries
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Authentication Management

Configure Graylog's authentication providers and manage the active users of this Graylog cluster.

e Read more authentication in the documentation.

Users Authentication Providers

The following authentication providers executed in order during login. Disabled providers will be skipped.

Roles A user is authenticated by the first matching provider, a successful match can cause a Graylog account for this user to be created.
# Provider Description Status
1  Sessions Established session authenticator active

1. Sessions 2  APITokens  Per user tokens which do not establish sessions active

2. AP| Tokens 3 LDAP/Active Authenticates against external system and creates accounts in active

Directory Graylog
3. LDAP/Active Directory

4 Passwords Graylog managed account passwords (from MongoDB) active

4. Passwords 5 Adminuser = Static account configured in the server configuration file active

5. Admin user 6 Single Sign- = Creates and authenticates users based on HTTP headers set by an active
On (SSO) authentication proxy to integrate with SSO systems

6. Single Sign-On (SSO)
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the audit log configuration in the Graylog configuration

Audit Log Entries

2016-08-30 16:04:52.809 <node> delete index "graylog 1635 deleted after archive graylog 1635 run
2016-08-30 16:04:52.495 <node> delete Elasticsearch index range for index “graylog 1635" deleted

2016-08-30 16:04:52.479 <node> create archive graylog 1635 for index "graylog 1635" created in */graylog-archive/graylog 1635"

2016-08-30 16:00:02.451 <node> complete Elasticsearch index rotation strategy "org graylog2.indexer.rotation strategies TimeBasedRotationStrategy" for index “graylog_1784" completed
2016-08-30 16:00:02.447 <node> update Elasticsearch write index changed to "graylog 1785"

2016-08-30 16:00:02.336 <node> create Elasticsearch index "graylog 1785" created

2016-08-30 14:52:58.583 <node> complete node startup on 6¢493cc8-411b-4613-86f1-0¢9a564c74bb complete - Graylog v2.1.0-1c.2-SNAPSHOT+9384447

2016-08-30 14:52:49.915 <node> initiate node startup on 6¢493cc8-41b-4613-861-09a564c74bb initiated - Graylog v2.1.0-rc.2-SNAPSHOT+9384447

2016-08-30 14:52:47.650 <node> complete node startup on 18341943-1678-46da-ad2b-0792b5f7e4 complete - Graylog v2.1.0-1c.2-SNAPSHOT+9384447

2016-08-30 14:52:36.892 <node> initiate node startup on 18341943-1678-46d2-ad2b-0f79e2b5f7ed initiated - Graylog v2.1.0-7¢.2-SNAPSHOT+9384447

2016-08-30 14:52:30.443 <node> complete node startup on cSdf7bff-cafd-4546-ac0a-5ccd2badcg47 complete - Graylog v2.1.0-1¢.2-SNAPSHOT+9384447

2016-08-30 14:52:30.325 <node> complete node shutdown on 6c493cc8-41fb-4613-8611-0c92564c74bb complete

2016-08-30 14:52:29.173 <node> initiate node shutdown on 6c493ccs-411b-4613-861-0c9a564c74bb intiated

2016-08-30 14:52:22.251 <node> delete system notification of type "org graylog2.notifications Notification Type” deleted

2016-08-30 14:52:22.105 <node> initiate node startup on cSdf7bff-cafd-4546-ac0a-5ccd2badc4 intiated - Graylog v2.1.0-7¢.2-SNAPSHOT+9384447

2016-08-30 14:52:17.519 <node> complete node shutdown on 18341943-1e78-46da-2d2b-0f79e2b5f7e4 complete

2016-08-30 14:52:16.362 <node> initiate node shutdown on 18341943-1e78-46da-ad2b-0f79e2b5f7e initiated

2016-08-30 14:52:00.139 <node> create system notification of type "no_master” created

2016-08-30 14:52:06.270 <node> complete node shutdown on cSdf7bff-cafd-4546-ac0a-Sccd2badc847 complete

2016-08-30 14:52:05.064 <node> initiate node shutdown on cSdf7bff-cafd-4546-ac0a-Sccd2badcsa? initiated
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e You can modify the audit log configuration in the Graylog configuration file. Please remember to restart the server afterwards.

Audit Log Entries

2016-08-30 16:04:52.800 <node> delete index "graylog 1635 deleted after archive graylog 1635 run

Actor archiveld
urnigraylog:node:cSdf7biff-cafd-4546-ac0a-Sccd2badcsa? graylog 1635

Namespace indexName
archive graylog 1635
Object

urnigraylogiarchiveses index

Action
delete

Success status
success

Node ID
c5df7bff-cafd-4546-ac0a-5ccd2badc8a7

2016-08-30 16:04:52.495 <node> delete Elasticsearch index range for index “graylog_1635" deleted

2016-08-30 16:04:52.479 <node> create archive graylog 1635 for index "graylog 163" created in */graylog-archive/graylog 1635"
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Order

Use drag and drop to change the execution order of the authentication providers.

< Sessions
API Tokens
Single Sign-On (SSO)
LDAP/Active Directory
Passwords

Admin user

Status

Change the checkboxes to change the status of an authentication provider.
Provider Enabled
Sessions v
API Tokens
Single Sign-On (SSO)

LDAP/Active Directory
Passwords

Admin user

Cancel Save
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